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Prompt-based image editing (1)

Task description

Given an original image and a text prompt describing the desired
edit, the task is to generate a new image that reflects the edit
applied to the original one.

Remove the pendant light.
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Figure: Example of an instruction-based image edit in the interior design
setting.
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Prompt-based image editing (2)

Problem Importance

@ Various possible edit versions for the same prompt.

o Fast high-quality image edits with little human effort.

@ Reduce the average edit time of an image.

o Applications
e Increase the quality of old images.
e Remove unwanted details of already taken photos.
e Automate and ease the image edit process and increase the
number of users that can accomplish it.



Background - Diffusion models (1)

@ Generative models that can produce highly qualitative
images/videos by using a multistep framework that removes
noise at each timestep.

@ The training consists of two parts that runs over T timesteps
as depicted in Figure (2)

e The forward or diffusion process.
o Reverse diffusion process.



Background - Diffusion models (2)
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Figure: The diffusion and reverse diffusion processes. Source: [HJA20]
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Background - Diffusion models (3)

@ They use a U-Net architecture.
@ The information passed is extended with knowledge about

e The current timestep through a positional sinusoidal encoding.
e The prompt through an encoding that can be computed using
CLIP for example.



Background - Latent diffusion models

@ Diffusion models where the whole diffusion process is done in
the latent space of an autoencoder (usually a Variational one).
o Advantages

e High-resolution results.
e Preserve details.
o Computationally efficient.



Background - Classifier-free guidance

@ Increases the quality of the diffusion model's generation but
reduces its diversity.

e Jointly training a conditional diffusion model py(z|c) and an
unconditional one py(z).

e Sampling is done using Formula (1), where w is a parameter
that controls the guidance.

€9(zt,¢) = (1 + w)ep(zt, ) — weg(zt) (1)



und - Similarity

@ Encode the images and texts and compute their similarity
using cosine similarity between the resulting vectors.
@ Encoders

o CLIP [RKH*21].
o DINOv2 [ODM*23].
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Figure: CLIP architecture. Source [RKHT21]
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Prompt-to-Prompt

@ Method for generating two similar images based on an initial
prompt P and another edited version of it P*.

@ Injects cross-attention maps from the generation of the initial
image Z during the generation of the second one Z*.

@ In the case of word swapping (e.g. P = “a velvet chair’ to
P* = "a velvet sofa” ), Formula (2) is used during diffusion

My, ift<T

Edit(M, M, t) := { M*. otherwise @
ts !



InstructPix2Pix (1)

First model that edits existent images by a given prompt.
Trained on synthetic data.
Textual data generated by a fine-tuned GPT-3 [BMR*20].

Image pairs generated using Prompt-to-Prompt followed by
CLIP-based filtering.



InstructPix2Pix (2)

@ Same architecture as Stable Diffusion [RBLT22].

@ Additional layers added to incorporate the initial image as a
conditioning.

@ Trained using classifier-free guidance with two conditioning to
minimize the diffusion objective showcased in Formula (3).

L= E(X) e(er),cr,e~N(0,1), [HG - 69(Zt7 t 8(C/) CT)H%] (3)



LIME: Localized Image Editing via Attention

Regularization in Diffusion Models

@ Region of Interest determined by leveraging the intermediate
features of InstructPix2Pix.

@ Aims to reduce the effect of unrelated tokens in the edit.

e Modifies the resulting dot product QKT of the cross-attention
layers to a regularized value R(QK T, M) as shown in Formula

(4).

QK —a, ifMj=1landte$S

QK,-J-Tt, otherwise

R(QKT, M) = { (4)



InstructPix2Pix in the interior-design setting

Original image InstructPix2Pix

—_—— Replace the marble top with
tempered glass.
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Figure: InstructPix2Pix [BHE23] has limited knowledge in the interior
design setting.
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A new approach for improving the performance in the

interior-design setting

@ Generate a context-specific dataset with no previously
available data in two steps:

o Generate the textual data.
e Generate image pairs based on captions.

@ Each instance is a tuple consisting of the initial image, an edit
prompt and the edited image.

@ Fine-tune the base InstructPix2Pix on the generated dataset.



Textual data generation (1)

@ Generate all 3 elements of the tuple.
@ Create room-specific agents via in-context learning.

@ Instances with hierarchical difficulty: one object caption
followed by captions for rooms.

MTLD [MJ10] 1+ Dugast's U2 [Dan80] © Guiraud's Index [Dal10] T Yule's K [G. 44] |

GPT-3.5 28.13 12.83 3.87 356.49
GPT-4 32.72 13.73 4.52 278.80

Table: Comparison of diversity in the textual data generated by GPT
models.



Textual data generation (2)
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completion
model="gpt-4-1106-preview",
messages=[
{"role": "user", "content": 7’

= client.chat.completions.create(

Generate JSON objects with other 10 such examples, different than the
previous ones, but with for living room for interior design
editing, but with just 1 feature change at a time (change,
addition, or removal), different from the previous answers.
Respect the briefest format like this: JSON is on a single line
in format {"input:", "edit:", "output:"}, with one JSON per line,

without other text between JSONs and without any other message

For the Remove operation make sure to specify in the initial
description the feature that you want to remove. For example, if
you want to remove the drawers of a desk, make sure to specify
that the desk has drawers in the initial description.

Additionally, for the Add operation make sure to specify that the
feature that you want to add does not exist in the initial
description. For example, if you want to add drawers to a desk,
make sure that you specify that the desk is one without drawers
in the initial description.

{"input": "An elegant dining room with a long table with no candle
that seats eight, a statement chandelier, and plush velvet chairs
.", "edit": "Add a candle on the table.", "output": "An elegant

dining room with a long table with a candle on it that seats
eight, a statement chandelier, and plush velvet chairs."}

EERDY



Image pair generation (1)

Using Prompt-to-Prompt based on the two generated
captions.
Generating:

e 30 pairs of images for single objects.
e 50 pairs of images for rooms.

Followed by CLIP filtering.
Publicly available on HuggingFace for train and test.


https://huggingface.co/datasets/victorzarzu/interior-design-prompt-editing-dataset-train
https://huggingface.co/datasets/victorzarzu/interior-design-prompt-editing-dataset-test

Image pair generation (2)

Original image InstructPix2Pix Owur generation

Remove the pendant light.
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Change the shape to square.

Figure: Comparison between the generated data and InstructPix2Pix’s
performance on it.
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Augmenting the generated dataset

@ This problem was not treated before.
@ Should force the model to correctly identify the objects in the
image.

Remove the
Sflower pot

= 4 Remove the 4
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Figure: Data augmentation with samples containing no change in the
output image




Fine-tune InstructPix2Pix on the generated data

@ Modified images’ size from 512 x 512 to 256 x 256.
@ Trained for 300 epochs with float1l6 precision.

@ Introduced in the training set.

| CLIPim T CLIPgi; T CLIPoy T DINO %

IP2P 84.25 0.025 26.16 87.67
IP2P-FT | 92.21 0.063 29.17 94.54

Table: Comparisons between the metrics of the base InstructPix2Pix
model and the fine-tuned one on the test set.



New model’s results

InstructPix2Pix Our model
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Original image

Replace the marble top with
tempered glass.
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Figure: The new model’s edits are a lot more qualitative than the
InstructPix2Pix’s ones for interior design.
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Fine-tune on the unchanged data

@ Training for more epochs results in a method that does not
edit any image.

@ Running for only one epoch results in a model that in some
cases has better results than the previous one, but it still does
not edit the images in most cases.



Referring Expression Segmentation

@ Computing the segmentation mask of an object in an image
based on a given expression.

o Generalized Referring Expression Segmentation [LDJ23]

e Compute the mask for multiple objects.
o Controlled support when the object is not in the image =>

empty mask.
| . .
—_—

Figure: Examples for GRES computed by ReLA model.

The sofas.
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Improve the edit localization (1)

o Compute the region of interest using RelLA.

@ Negatively regularizing the cross-attention maps of the
unrelated tokens.

@ Create an LLM agent via in-context learning for extracting the
object(s) reference out of the edit prompt.



Improve the edit localization (2)

Make the
sofas Llama3-8B The sofas. ReLA InstructPix2Pix
yellow. <
3 n

Figure: The pipeline for computing the edit through cross-attention
regularization using ReLA’s segmentation mask.
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+ReLA

Original image InstructPix2Pix

Turn the A
robin into 3
an origami
robin. \ v
- 3
The generated origami bird shows blurriness and unnatural textures.

Turn the
bathtub into
a wood
bathtub.

Remove the
chair.

Better localization of the edit area, but a random application.

Figure: Examples of the images edited after integrating ReLA's
segmentation mask for cross-attention map regularization.



Limited knowledge in interior design (1)

A rustic living room with a stone A rustic living room with a stone
fireplace, leather sofas, a wooden coffee  fireplace, leather armchairs, and a pine
table, and a bear skin rug on the floor.  coffee table with a bowl of pinecones as

a centerpiece.

Figure: Generated images that show the limited knowledge of Stable
Diffusion in interior design.



Limited knowledge in interior design (2)

@ Solution - generate the images with different models like
o Muse [CZB*23].
o Imagen [SCST22].
o Interior-design fine-tuned Stable Diffusion published on
HuggingFace here.


https://huggingface.co/stablediffusionapi/interiordesignsuperm

Edit prompts not followed correctly (1)

Remove the
floor-to-ceiling
windows and
replace them
with a large
artwork.

Change the
glass top to a
wooden top.

Figure: Examples of generated samples that do not correctly follow the
edit instruction.



Edit prompts not followed correctly (2)

@ Solution - a generation and filtering pipeline enhanced with
approaches proposed in Emu Edit [SPS™23]:

e binary injecting the masks of the objects under edit in the
Prompt-to-Prompt generation as in Formula (5).

e integrating image detectors that validate the success of
different tasks in the resulting image.

xt-m+(L—m)-y; (5)



Increase diversity in the dataset

@ Generate the textual data with different models like Llama3
[Met24], Gemini [ABW™23] or Mistral 8x7B [JSRT24].

@ Create task-room-specific agents with in-context learning.

@ Generate images on the same pair with the previously
mentioned text-to-image models.



Thank you!

Questions?
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